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Technical support
For technical support, go to EMC Online Support. On the Support page, you will see 
several options, including one for making a service request. Note that to open a service 
request, you must have a valid support agreement. Please contact your EMC sales 
representative for details about obtaining a valid support agreement or with questions 
about  your account.
Getting Support 4

http://support.emc.com/




Greenplum Database System Administrator Guide 4.3 – Chapter 1: About the Greenplum Architecture
About the Greenplum Master
The master is the entry point to the Greenplum Database system. It is the database 
process that accepts client connections and processes SQL commands that system 
users issue. 

Greenplum Database end-users interact with Greenplum Database (through the 
master) as they would with a typical PostgreSQL database. They connect to the 
database using client programs such as psql or application programming interfaces 
(APIs) such as JDBC or ODBC.

The master is where the global system catalog resides. The global system catalog is 
the set of system tables that contain metadata about the Greenplum Database system 
itself. The master does not contain any user data; data resides only on the segments. 
The master authenticates client connections, processes incoming SQL commands, 
distributes workload among segments, coordinates the results returned by each 
segment, and presents the final results to the client program.

About the Greenplum Segments
In Greenplum Database, the segments are where data is stored and the majority of 
query processing takes place. When a user connects to the database and issues a query, 
processes are created on each segment to handle the work of that query. For more 
information about query processes, see the Greenplum Database Database 
Administrator Guide. 

User-defined tables and their indexes are distributed across the available segments in a 
Greenplum Database system; each segment contains a distinct portion of data. The 
database server processes that serve segment data run under the corresponding 
segment instances. Users interact with segments in a Greenplum Database system 
through the master. 

In the recommended Greenplum Database hardware configuration, there is one active 
segment per effective CPU or CPU core. For example, if your segment hosts have two 
dual-core processors, you would have four primary segments per host.

About the Greenplum Interconnect
The interconnect is the networking layer of Greenplum Database. The interconnect 
refers to the inter-process communication between segments and the network 
infrastructure on which this communication relies. The Greenplum interconnect uses a 
standard Gigabit Ethernet switching fabric.

By default, the interconnect uses User Datagram Protocol (UDP) to send messages 
over the network. The Greenplum software performs packet verification beyond what 
is provided by UDP. This means the reliability is equivalent to Transmission Control 
Protocol (TCP), and the performance and scalability exceeds TCP. If the interconnect 
used TCP, Greenplum Database would have a scalability limit of 1000 segment 
instances. With UDP as the current default protocol for the interconnect, this limit is 
not applicable.
About the Greenplum Master 6
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2. Starting and Stopping Greenplum

This chapter describes how to start, stop, and restart a Greenplum Database system. 
This chapter contains the following topics:

• Overview

• Starting Greenplum Database

• Stopping Greenplum Database

Overview
Because a Greenplum Database system is distributed across many machines, the 
process for starting and stopping a Greenplum database management system (DBMS) 
is different than the process for starting and stopping a regular PostgreSQL DBMS.

In a Greenplum Database DBMS, each database server instance (the master and all 
segments) must be started or stopped across all of the hosts in the system in such a 
way that they can all work together as a unified DBMS. 

Use the gpstart and gpstop utilities to start and stop the Greenplum database, 
respectively. These utilities are located in $GPHOME/bin of your Greenplum Database 
master host installation.

Important: Do not issue a KILL command to end any Postgres process. Instead, use 
the database command pg_cancel_backend(). 
For information about gpstart and gpstop, see the Greenplum Database Utility 
Guide.

Starting Greenplum Database
Use the gpstart utility to start a Greenplum Database that has already been 
initialized by the gpinitsystem utility, but has been stopped by the gpstop utility. 
The gpstart utility starts the Greenplum Database by starting all the Postgres 
database instances of the Greenplum Database cluster. gpstart orchestrates this 
process and performs the process in parallel.

To start Greenplum Database

$ gpstart

Restarting Greenplum Database
The gpstop utility with the -r option can stop and then restart Greenplum Database 
after the shutdown completes. 

To restart Greenplum Database

$ gpstop -r
Overview 11
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Uploading Configuration File Changes Only
The gpstop utility can upload changes to the pg_hba.conf configuration file and to 
runtime parameters in the master postgresql.conf file without service interruption. 
Active sessions pick up changes when they reconnect to the database. Many server 
configuration parameters require a full system restart (gpstop -r) to activate. For 
information about server configuration parameters, see the Greenplum Database 
Reference Guide.

To upload runtime configuration file changes without restarting

$ gpstop -u

Starting the Master in Maintenance Mode
You can start only the master to perform maintenance or administrative tasks without 
affecting data on the segments. For example, you can connect to a database only on 
the master instance in utility mode and edit system catalog settings. For more 
information about system catalog tables, see the Greenplum Database Reference 
Guide.

To start the master in utility mode

1. Run gpstart using the -m option:
$ gpstart -m

2. Connect to the master in utility mode to do catalog maintenance. For example:
$ PGOPTIONS='-c gp_session_role=utility' psql template1

3. After completing your administrative tasks, stop the master in utility mode. Then, 
restart it in production mode.
$ gpstop -m

Warning: Incorrect use of maintenance mode connections can result in an 
inconsistent system state. Only Technical Support should perform this operation.

Stopping Greenplum Database
The gpstop utility stops or restarts your Greenplum Database system and always runs 
on the master host. When activated, gpstop stops all postgres processes in the 
system, including the master and all segment instances. 

The gpstop utility uses a default of up to 64 parallel worker threads to bring down the 
Postgres instances that make up the Greenplum Database cluster. The system waits for 
any active transactions to finish before shutting down. To stop Greenplum Database 
immediately, use fast mode.
Stopping Greenplum Database 12
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To stop Greenplum Database

$ gpstop

To stop Greenplum Database in fast mode

$ gpstop -M fast
Stopping Greenplum Database 13
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3. Configuring Your Greenplum System

Server configuration parameters affect the behavior of Greenplum Database. Most are 
the same as PostgreSQL configuration parameters; some are Greenplum-specific.

• About Greenplum Master and Local Parameters

• Setting Configuration Parameters

• Configuration Parameter Categories

About Greenplum Master and Local Parameters
Server configuration files contain parameters that configure server behavior. The 
Greenplum Database configuration file, postgresql.conf, resides in the data 
directory of the database instance.

The master and each segment instance have their own postgresql.conf file. Some 
parameters are local: each segment instance examines its postgresql.conf file to 
get the value of that parameter. Set local parameters on the master and on each 
segment instance.

Other parameters are master parameters that you set on the master instance. The value 
is passed down to (or in some cases ignored by) the segment instances at query run 
time.

See the Greenplum Database Reference Guide for information about local and master 
server configuration parameters.

Setting Configuration Parameters
Many configuration parameters limit who can change them and where or when they 
can be set. For example, to change certain parameters, you must be a Greenplum 
Database superuser. Other parameters can be set only at the system level in the 
postgresql.conf file or require a system restart to take effect. 

Many configuration parameters are session parameters. You can set session 
parameters at the system level, the database level, the role level or the session level. 
Database users can change most session parameters within their session, but some 
require superuser permissions. See the Greenplum Database Reference Guide for 
information about setting server configuration parameters.

Setting a Local Configuration Parameter
To change a local configuration parameter across multiple segments, update the 
parameter in the postgresql.conf file of each targeted segment, both primary and 
mirror. Use the gpconfig utility to set a parameter in all Greenplum 
postgresql.conf files. For example:

$ gpconfig -c gp_vmem_protect_limit -v 4096MB
About Greenplum Master and Local Parameters 14
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Restart Greenplum Database to make the configuration changes effective:

$ gpstop -r

Setting a Master Configuration Parameter
To set a master configuration parameter, set it at the Greenplum master instance. If it 
is also a session parameter, you can set the parameter for a particular database, role or 
session. If a parameter is set at multiple levels, the most granular level takes 
precedence. For example, session overrides role, role overrides database, and database 
overrides system.

Setting Parameters at the System Level

Master parameter settings in the master postgresql.conf file are the system-wide 
default. To set a master parameter:

1. Edit the $MASTER_DATA_DIRECTORY/postgresql.conf file.

2. Find the parameter to set, uncomment it (remove the preceding # character), and 
type the desired value.

3. Save and close the file.

4. For session parameters that do not require a server restart, upload the 
postgresql.conf changes as follows:
$ gpstop -u

5. For parameter changes that require a server restart, restart Greenplum Database as 
follows:
$ gpstop -r

For details about the server configuration parameters, see the Greenplum Database 
Reference Guide.

Setting Parameters at the Database Level

Use ALTER DATABASE to set parameters at the database level. For example:

=# ALTER DATABASE mydatabase SET search_path TO myschema;

When you set a session parameter at the database level, every session that connects to 
that database uses that parameter setting. Settings at the database level override 
settings at the system level.

Setting Parameters at the Role Level

Use ALTER ROLE to set a parameter at the role level. For example:

=# ALTER ROLE bob SET search_path TO bobschema;

When you set a session parameter at the role level, every session initiated by that role 
uses that parameter setting. Settings at the role level override settings at the database 
level.
Setting Configuration Parameters 15
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Setting Parameters in a Session

Any session parameter can be set in an active database session using the SET 
command. For example:

=# SET work_mem TO '200MB';

The parameter setting is valid for the rest of that session or until you issue a RESET 
command. For example:

=# RESET work_mem;

Settings at the session level override those at the role level.

Viewing Server Configuration Parameter Settings
The SQL command SHOW allows you to see the current server configuration parameter 
settings. For example, to see the settings for all parameters: 

$ psql -c 'SHOW ALL;'

SHOW lists the settings for the master instance only. To see the value of a particular 
parameter across the entire system (master and all segments), use the gpconfig 
utility. For example:

$ gpconfig --show max_connections

Configuration Parameter Categories
Configuration parameters affect categories of server behaviors, such as resource 
confumption, query tuning, and authentication. This section describes Greenplum 
configuration parameter categories. For details about configuration parameter 
categories, see the Greenplum Database Reference Guide.

• Connection and Authentication Parameters

• System Resource Consumption Parameters

• Query Tuning Parameters

• Error Reporting and Logging Parameters

• System Monitoring Parameters

• Runtime Statistics Collection Parameters

• Automatic Statistics Collection Parameters

• Client Connection Default Parameters

• Lock Management Parameters

• Workload Management Parameters

• External Table Parameters

• Past PostgreSQL Version Compatibility Parameters

• Greenplum Array Configuration Parameters

• Greenplum Master Mirroring Parameters
Viewing Server Configuration Parameter Settings 16
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Overview of Fault Detection and Recovery
The Greenplum Database server (postgres) subprocess named ftsprobe handles 
fault detection. ftsprobe monitors the Greenplum array; it connects to and scans all 
segments and database processes at intervals that you can configure. 

If ftsprobe cannot connect to a segment, it marks the segment as “down” in the 
Greenplum Database system catalog. The segment remains nonoperational until an 
administrator initiates the recovery process.

With mirroring enabled, Greenplum Database automatically fails over to a mirror 
copy if a primary copy becomes unavailable. The system is operational if a segment 
instance or host fails provided all data is available on the remaining active segments. 

To recover failed segments, a Greenplum administrator runs the gprecoverseg 
recovery utility. This utility locates the failed segments, verifies they are valid, and 
compares the transactional state with the currently active segment to determine 
changes made while the segment was offline. gprecoverseg synchronizes the 
changed database files with the active segment and brings the segment back online. 
Administrators perform the recovery while Greenplum Database is up and running.

With mirroring disabled, the system automatically shuts down if a segment instance 
fails. Administrators manually recover all failed segments before operations resume.

Enabling Mirroring in Greenplum Database
You can configure your Greenplum Database system with mirroring at setup time 
using gpinitsystem or enable mirroring later using gpaddmirrors and 
gpinitstandby. This section assumes you are adding mirrors to an existing system 
that was initialized without mirrors.

You can enable the following types of mirroring:

• Enabling Segment Mirroring

• Enabling Master Mirroring

Enabling Segment Mirroring
Mirror segments allow database queries to fail over to a backup segment if the primary 
segment is unavailable. To configure mirroring, your Greenplum Database system 
must have enough nodes to allow the mirror segment to reside on a different host than 
its primary. By default, mirrors are configured on the same array of hosts as the 
primary segments. You may choose a completely different set of hosts for your mirror 
segments so they do not share machines with any of your primary segments.

To add segment mirrors to an existing system (same hosts as primaries)

1. Allocate the data storage area for mirror data on all segment hosts. The data 
storage area must be different from your primary segments’ file system location.

2. Use gpssh-exkeys to ensure that the segment hosts can SSH and SCP to each other 
without a password prompt.
Enabling Mirroring in Greenplum Database 27
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3. Run the gpaddmirrors utility to enable mirroring in your Greenplum Database 
system. For example, to add to your primary segment port numbers to calculate 
the mirror segment port numbers:
$ gpaddmirrors -p 10000
Where -p specifies the number to add to your primary segment port numbers

To add segment mirrors to an existing system (different hosts from 
primaries)

1. Ensure the Greenplum Database software is installed on all hosts. See the 
Greenplum Database Installation Guide for detailed installation instructions.

2. Allocate the data storage area for mirror data on all segment hosts.

3. Use gpssh-exkeys to ensure the segment hosts can SSH and SCP to each other 
without a password prompt.

4. Create a configuration file that lists the host names, ports, and data directories on 
which to create mirrors. To create a sample configuration file to use as a starting 
point, run:
$ gpaddmirrors -o filename 
The format of the mirror configuration file is: 
filespaceOrder=[filespace1_fsname[:filespace2_fsname:...]
mirror[content]=content:address:port:mir_replication_port:pri_
replication_port:fselocation[:fselocation:...]
For example, a configuration for two segment hosts and two segments per host, 
with no additional filespaces configured besides the default pg_system filespace):
filespaceOrder=
mirror0=0:sdw1:sdw1-1:52001:53001:54001:/gpdata/mir1/gp0
mirror1=1:sdw1:sdw1-2:52002:53002:54002:/gpdata/mir1/gp1
mirror2=2:sdw2:sdw2-1:52001:53001:54001:/gpdata/mir1/gp2
mirror3=3:sdw2:sdw2-2:52002:53002:54002:/gpdata/mir1/gp3

5. Run the gpaddmirrors utility to enable mirroring in your Greenplum Database 
system:
$ gpaddmirrors -i mirror_config_file
Where -i names the mirror configuration file you just created.

Enabling Master Mirroring
You can configure a new Greenplum Database system with a standby master using 
gpinitsystem or enable it later using gpinitstandby. This section assumes you are 
adding a standby master to an existing system that was initialized without one.
Enabling Mirroring in Greenplum Database 28
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To add a standby master to an existing system

1. Ensure the standby master host is installed and configured: gpadmin system user 
created, Greenplum Database binaries installed, environment variables set, SSH 
keys exchanged, and data directory created. See the Greenplum Database 
Installation Guide for detailed installation instructions.

2. Run the gpinitstandby utility on the currently active primary master host to add 
a standby master host to your Greenplum Database system. For example:
$ gpinitstandby -s smdw
Where -s specifies the standby master host name.

3. To switch operations to a standby master, see “Recovering a Failed Master” on 
page 35.

To check the status of the master mirroring process (optional)

You can display the information in the Greenplum Database system view 
pg_stat_replication. The view lists information about the walsender process that is 
used for Greenplum Database master mirroring. For example, this command displays 
the process ID and state of the walsender process

$ psql dbname -c 'SELECT procpid, state FROM pg_stat_replication;'

For information about the pg_stat_replication system view, see the Greenplum 
Database Reference Guide. 

Detecting a Failed Segment
With mirroring enabled, Greenplum Database automatically fails over to a mirror 
segment when a primary segment goes down. Provided one segment instance is online 
per portion of data, users may not realize a segment is down. If a transaction is in 
progress when a fault occurs, the in-progress transaction rolls back and restarts 
automatically on the reconfigured set of segments.

If the entire Greenplum Database system becomes nonoperational due to a segment 
failure (for example, if mirroring is not enabled or not enough segments are online to 
access all user data), users will see errors when trying to connect to a database. The 
errors returned to the client program may indicate the failure. For example:

ERROR: All segment databases are unavailable

Enabling Alerts and Notifications
To receive notifications of system events such as segment failures, enable email 
and/or SNMP alerts. See “Enabling System Alerts and Notifications” on page 70.
Detecting a Failed Segment 29
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Checking for Failed Segments
With mirroring enabled, you may have failed segments in the system without 
interruption of service or any indication that a failure has occurred. You can verify the 
status of your system using the gpstate utility. gpstate provides the status of each 
individual component of a Greenplum Database system, including primary segments, 
mirror segments, master, and standby master.

To check for failed segments

1. On the master, run the gpstate utility with the -e option to show segments with 
error conditions:
$ gpstate -e
Segments in Change Tracking mode indicate the corresponding mirror segment is 
down. When a segment is not in its preferred role, the segment does not operate in 
the role to which it was assigned at system initialization. This means the system is 
in a potentially unbalanced state, as some segment hosts may have more active 
segments than is optimal for top system performance.

See “To return all segments to their preferred role” on page 33 for instructions to 
fix this situation.

2. To get detailed information about a failed segment, check the 
gp_segment_configuration catalog table. For example:
$ psql -c "SELECT * FROM gp_segment_configuration WHERE 
status='d';"

3. For failed segment instances, note the host, port, preferred role, and data directory. 
This information will help determine the host and segment instances to 
troubleshoot.

4. To show information about mirror segment instances, run:
$ gpstate -m

Checking the Log Files
Log files can provide information to help determine an error’s cause. The master and 
segment instances each have their own log file in pg_log of the data directory. The 
master log file contains the most information and you should always check it first. 

Use the gplogfilter utility to check the Greenplum Database log files for additional 
information. To check the segment log files, run gplogfilter on the segment hosts 
using gpssh.

To check the log files

1. Use gplogfilter to check the master log file for WARNING, ERROR, FATAL or 
PANIC log level messages:
$ gplogfilter -t

2. Use gpssh to check for WARNING, ERROR, FATAL, or PANIC log level messages on 
each segment instance. For example:
Detecting a Failed Segment 30
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$ gpssh -f seg_hosts_file -e 'source 
/usr/local/greenplum-db/greenplum_path.sh ; gplogfilter -t 
/data1/primary/*/pg_log/gpdb*.log' > seglog.out

Recovering a Failed Segment
If the master cannot connect to a segment instance, it marks that segment as down in 
the Greenplum Database system catalog. The segment instance remains offline until 
an administrator takes steps to bring the segment back online. The process for 
recovering a failed segment instance or host depends on the failure cause and whether 
or not mirroring is enabled. A segment instance can be unavailable for many reasons:

• A segment host is unavailable; for example, due to network or hardware failures.

• A segment instance is not running; for example, there is no postgres database 
listener process.

• The data directory of the segment instance is corrupt or missing; for example, data 
is not accessible, the file system is corrupt, or there is a disk failure.
Recovering a Failed Segment 31
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3. After the host is online and you can connect to it, run the gprecoverseg utility 
from the master host to reactivate the failed segment instances. For example:
$ gprecoverseg

4. The recovery process brings up the failed segments and identifies the changed 
files that need to be synchronized. The process can take some time; wait for the 
process to complete. During this process, database write activity is suspended. 

5. After gprecoverseg completes, the system goes into Resynchronizing mode and 
begins copying the changed files. This process runs in the background while the 
system is online and accepting database requests.

6. When the resynchronization process completes, the system state is Synchronized. 
Run the gpstate utility to verify the status of the resynchronization process:
$ gpstate -m

To return all segments to their preferred role

When a primary segment goes down, the mirror activates and becomes the primary 
segment. After running gprecoverseg, the currently active segment remains the 
primary and the failed segment becomes the mirror. The segment instances are not 
returned to the preferred role that they were given at system initialization time. This 
means that the system could be in a potentially unbalanced state if segment hosts have 
more active segments than is optimal for top system performance. To check for 
unbalanced segments and rebalance the system, run:

$ gpstate -e

All segments must be online and fully synchronized to rebalance the system. Database 
sessions remain connected during rebalancing, but queries in progress are canceled 
and rolled back. 

1. Run gpstate -m to ensure all mirrors are Synchronized. 
$ gpstate -m

2. If any mirrors are in Resynchronizing mode, wait for them to complete.

3. Run gprecoverseg with the -r option to return the segments to their preferred 
roles.
$ gprecoverseg -r

4. After rebalancing, run gpstate -e to confirm all segments are in their preferred 
roles.
$ gpstate -e

To recover from a double fault

In a double fault, both a primary segment and its mirror are down. This can occur if 
hardware failures on different segment hosts happen simultaneously. Greenplum 
Database is unavailable if a double fault occurs. To recover from a double fault:

1. Restart Greenplum Database:
$ gpstop -r
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2. After the system restarts, run gprecoverseg:
$ gprecoverseg

3. After gprecoverseg completes, use gpstate to check the status of your mirrors:
$ gpstate -m

4. If you still have segments in Change Tracking mode, run a full copy recovery:
$ gprecoverseg -F

To recover without mirroring enabled

1. Ensure you can connect to the segment host from the master host. For example:
$ ping failed_seg_host_address

2. Troubleshoot the problem that is preventing the master host from connecting to 
the segment host. For example, the host machine may need to be restarted.

3. After the host is online, verify that you can connect to it and restart Greenplum 
Database. For example:
$ gpstop -r

4. Run the gpstate utility to verify that all segment instances are online:
$ gpstate

If a segment host is not recoverable and you lost one or more segments, recreate your 
Greenplum Database system from backup files. See “Backing Up and Restoring 
Databases” on page 37.

When a segment host is not recoverable

If a host is nonoperational, for example, due to hardware failure, recover the segments 
onto a spare set of hardware resources. If mirroring is enabled, you can recover a 
segment from its mirror onto an alternate host using gprecoverseg. For example:

$ gprecoverseg -i recover_config_file

Where the format of recover_config_file is:
filespaceOrder=[filespace1_name[:filespace2_name:...]
failed_host_address:port:fselocation 
[recovery_host_address:port:replication_port:fselocation[:fselocation:
...]]

For example, to recover to a different host than the failed host without additional 
filespaces configured (besides the default pg_system filespace):

filespaceOrder=
sdw5-2:50002:/gpdata/gpseg2 sdw9-2:50002:53002:/gpdata/gpseg2

The gp_segment_configuration and pg_filespace_entry system catalog tables can help 
determine your current segment configuration so you can plan your mirror recovery 
configuration. For example, run the following query:

=# SELECT dbid, content, hostname, address, port, 
   replication_port, fselocation as datadir 
   FROM gp_segment_configuration, pg_filespace_entry 
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   WHERE dbid=fsedbid 
   ORDER BY dbid;. 

The new recovery segment host must be pre-installed with the Greenplum Database 
software and configured exactly as the existing segment hosts.

Recovering a Failed Master
If the primary master fails, log replication stops. Use gpactivatestandby to activate 
the standby master. Upon activation of the standby master, Greenplum Database 
reconstructs the master host state at the time of the last successfully committed 
transaction. 

To activate the standby master

1. Ensure a standby master host is configured for the system. See “Enabling Master 
Mirroring” on page 28.

2. Run the gpactivatestandby utility from the standby master host you are 
activating. For example:
$ gpactivatestandby -d /data/master/gpseg-1
Where -d specifies the data directory of the master host you are activating.

After you activate the standby, it becomes the active or primary master for your 
Greenplum Database array. 

3. After the utility finishes, run gpstate to check the status:
$ gpstate -f
The newly activated master’s status should be Active. If you configured a new 
standby host, its status is Passive. If not configured, its status is Not Configured.

4. After switching to the newly active master host, run ANALYZE on it. For example:
$ psql dbname -c 'ANALYZE;'

5. Optional: If you did not specify a new standby host when running the 
gpactivatestandby utility, use gpinitstandby to configure a new standby 
master at a later time. Run gpinitstandby on your active master host. For 
example:
$ gpinitstandby -s new_standby_master_hostname

Restoring Master Mirroring After a Recovery
After you activate a standby master for recovery, the standby master becomes the 
primary master. You can continue running that instance as the primary master if it has 
the same capabilities and dependability as the original master host. 

You must initialize a new standby master to continue providing master mirroring 
unless you have already done so while activating the prior standby master. Run 
gpinitstandby on the active master host to configure a new standby master.
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You may restore the primary and standby master instances on the original hosts. This 
process swaps the roles of the primary and standby master hosts, and it should be 
performed only if you strongly prefer to run the master instances on the same hosts 
they occupied prior to the recovery scenario.

To restore the master and standby instances on original hosts (optional)

1. Ensure the original master host is in dependable running condition; ensure the 
cause of the original failure is fixed.

2. Initialize a standby master on the original master host. For example:
$ gpinitstandby -s original_master_hostname

3. Run the gpactivatestandby utility from the original master host (currently a 
standby master). For example:
$ gpactivatestandby -d $MASTER_DATA_DIRECTORY
Where -d specifies the data directory of the host you are activating.

4. After the utility finishes, run gpstate to check the status:
$ gpstate -f
Verify the original primary master status is Active, and the standby master status is 
Not Configured.

5. After the original master host runs the primary Greenplum Database master, you 
can initialize a standby master on the original standby master host. For example:
$ gpinitstandby -s original_standby_master_hostname

To check the status of the master mirroring process (optional)

You can display the information in the Greenplum Database system view 
pg_stat_replication. The view lists information about the walsender process that is 
used for Greenplum Database master mirroring. For example, this command displays 
the process ID and state of the walsender process

$ psql dbname -c 'SELECT procpid, state FROM pg_stat_replication;'
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